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Abstract
The face identification of character in images is very easy, but in videos is difficult due to the huge variation in the appearance of each character such as extrinsic imagining factor that is illumination, pose, expressions and wearing, various hair-styles, and make-up of characters.

In a good situation existing methods gives better results, however in complex movie scenes performance is limited because face tracking and clustering processes generate noise.

So, Novel method for movie character identifications based on graph matching is proposed. This method uses global face name graph matching algorithm for robust character identifications in movies. Also edit operations are used for graph matching algorithm. For complex character changes are handled by simultaneously graph matching and graph partitioning. There are two types of simulated noises introduced to improve sensitivity analysis performances.

Keywords: Character identification, Graph edit, graph matching, graph partition, Multimedia database, Optical character recognition (OCR), clustering, Earth mover distance (EMD), Error correcting graph matching (ECGM).

1. Introduction
Automatic character identification in movies is essential for semantic movie analysis such as movie indexing, summarization and retrieval. Character identification, though very intuitive to humans, is a tremendously challenging task in computer vision.

When you watch a movie or TV, mostly you don't know all the character's names in the movies or video. In a movie, the audience focused on characters and real name of the characters. Mostly character can be identified based on occurrences of various persons references and apply these occurrences in the movies based on many visual appearances and different speeches of characters. Suppose the woman with colored hair or the man with a different voice tones. A problem may occur of weaker annotation i.e. a screenplay or given direct supervision and a cast list with various head shots positions. So, in this situation character identification is impossible. If you may rely on movie structure to aid in resolution character occurrences on screen often alternate during dialogues, and when a new scene begins, a new set of characters is usually present.

System is interested in automatic labeling of people in TV or film material with their identity. A very big challenging problem due to the large variation in intra-person appearance variations because photometric factors such as various lighting colors, view point, and scale, or due to changes in expressions, hair styles, or occlusions, so appearances of each characters and the weakness ambiguity of available annotation. But with the increasing development of the movie industry, a large amount of digital movie data is being generated every day, for organization and understanding the video contents the effective and efficient techniques are required. Such techniques are called as automatic video annotation. Now a day's various research efforts have been examined on character identification and a lot of applications and techniques have been proposed, there have been rather few efforts directed at the robustness analysis of character identification.

This system focused on annotation of characters in the movies and TVs, which is called movie character identification [2].The textual method such as cast lists, scripts, subtitles and closed captions are used to and the faces of the persons in the movie or video and label them with the corresponding real names. Other applications are essential for automatic character identification such as movie index and retrieval (MIR) [3], [4], scene segmentation, summarization [5]. Character identification in the movies or TV, its challenging task in computer field due to weakly supervised textual parameter [7].For making the relation between faces and names of character, ambiguity can come from the video shot, if person speaking but not present in the scene so problem occurred
for face-name relation, and if number of speaker are more in same frame. Face tracking and face clustering process may be fail due to occlusion, low resolution video, large-motion, changed background and various conditions. Face identification of image is more easy than video [8]. The situation is very worse in video. This brings noises to the character identification in video. Some character playing role like from youth to the old age in movies. Also various actors playing role for different ages of the same character name. There may be various poses, a lot of expression and illumination effect, dressing, wearing, even make-up and hairstyle changes. The remarkable intra-class variance, the same person name will corresponds to the faces of large variant appearances. The determination for the number of identical faces is not trivial [3]. According to the number of persons in the cast list is equal to number of identical faces from face cluster is difficult.

So this system designed for these challenges and aims to d solutions for a novel method for movie character identification based on face name graph matching.

2. Related Work

Mostly in movie or TV, the names of characters are directly shown in the closed caption and captions, and script/screenplay containing character names has no time stamps to align to the video. In the character identification problem, the relations between videos and the texts in order to label the faces of characters with names[2]. It has similarities to identifying faces in news videos [09], [11]. According to the utilized textual cues, we divide the existing movie character identification methods into three classes.

2.1 Class 1: Based on Cast List:

This class uses only the case list textual resource. In [12],[13] problem in the 'cast list discovery', making less pure clusters which contains faces clustered by using appearances and expected faces of particular character, then by using cast list select the names for name clustering. Ramanan et al. proposed to face clustering based on clothing and wearing within scenes [14]. In [15], using model or classifier of the person's appearance from training data set for problem in finding a character. In [16] system proposed for character identification with web image retrieval system by using the characters names from the cast list as queries to find face image. By using multitasking joint sparse representation and classification technique, identified the faces in the movies. Now for character identification in uncontrolled videos metric learning method was implemented also cast metrics is used to the peoples are in video, but not in supervised manner. The clustering as well as identification performances are

demon-started to be improved. These cast list based methods are easy for implementation and understanding purpose.

Sometime without other textual cues, they either need manual labeling or guarantee no perfect clustering and classification performance due to the large intra-class variances.

2.2 Class 2: Subtitle or Closed Caption, Based on Local Matching:

This class Subtitle or closed caption used for time-stamped speeches and dialogues, which can be used for video frames alignment. Everingham et al. [17], [4] for local face-name matching make a combination of the film script with the subtitle. Time stamped name annotation and face exemplars are generated. The rest of the faces were then classified into these formats for face identification. They further their work in [18], for features combination by taking the near neighbor classifier/method by multiple kernel learning method. In the new method, non-frontal faces are handled and the coverage is extended. Now a days researcher are uses available time stamped sources and closed captions, which are more reliable than Object Character Recognition(OCR) method based [19],[7]. In this method covered ambiguity issues in the alignment of screenplay, closed captions and movie videos. A partially-supervised multiclass classification problem is formulated. Now, they attempted to address the character identification problem without the use of screenplay [20]. The reference cues in the closed captions are used as multiple instance constraints, the face tracks grouping as well as face-name matching are solved in a con-vex formulation method. The time-stamped information is used for local matching, which is either extracted by OCR (i.e., subtitle) or unavailable for some of the movie videos and TV shows (i.e., closed caption). The ambiguous and partial annotation makes local matching based methods more sensitive to the face detection and face tracking noises.

2.3 Class 3: Script/Screenplay, Based on Global Matching:

Without OCR based method subtitle and closed caption is used in global matching of character identification, so it is difficult to get local name cues, the method of character identification is represented as a global matching problem in [3], [21], [4]. This method is an extension to Zhang's method [3]. In movies, the names of characters seldom directly appear in the sub-title, the script of movie contains a character's name which has no time information. Without the local time information, the method of character identification is formulated as a global matching problem between the faces detected from the video and the names extracted from the movie script. Compared with local
matching, global statistics are used for name-face association, which enhances the robustness of the algorithms

3. Programmer’s Design

3.1 System Architecture

The proposed system [1] is shown in Fig. 1. Face tracks are clustered using classification of Haar cascade feature, then set the number of character is equal to number of names. Calculating co-occurrences of names from script analysis and number of face track from video frames. Constructing face graph and name graph. Applying traditional global matching methods for face-name graph matching. Generate face affinity matrix and name affinity matrix based on number of co-occurrences of character faces and character names. In this method vertex to vertex matching of face-name graph is constructed. In the ordinal graph representation, affixing the noises which generate in incorrect face classification and tracking process. Generate ordinal face affinity matrix and ordinal name affinity matrix and represent character co-occurrence in rank order level.

3.2 Mathematical Model

3.2.1 Global Face-Name Matching

Graphs built according to the co-occurrences status among character, which is denoted by weighted graph .i.e.

\[ G = (V, E) \]

Where, \( V \) = character,
\( E \) = Relationship among characters.

3.2.2 Ordinal Graph Representation

The original affinity matrix is \( R = (r_{ij})_{N \times N} \),

Where, \( N \) = no. of characters, the cell along the main diagonal.

Rank the diagonal affinity values \( r_{ii} \) in ascending order, then corresponding diagonal cells \( \tilde{r}_{ii} \) in rank order affinity matrix \( R \),

\[ \tilde{r}_{ii} = I_{r_{ii}} \quad (1) \]

Where, \( I_{r_{ii}} \) is the rank index of original diagonal affinity value \( r_{ii} \).

Zero-cell represents that no co-occurrence relationship but there is any edge between the vertexes of row and column for the zero-cell. Therefore, change of zero-cell involves with changing the graph structure or topology. To distinguish the zero-cell change, for each row in the original affinity matrix, so the zero-cell unchanged. The number of zero-cells in the \( i^{th} \) row is recorded as \( \text{null}_i \).

Other than the diagonal cell and zero-cell, sort the rest affinity values in ascending order, i.e., for the \( i^{th} \) row the corresponding cells \( \tilde{r}_{ij} \) in the \( i^{th} \) row of ordinal affinity matrix,

\[ \tilde{r}_{ij} = I_{r_{ii}} + \text{null}_i \quad (2) \]

Where, \( \tilde{r}_{ij} \) denotes the order of \( r_{ij} \).

3.2.3 ECGM-Based Graph Matching

In this system set the number of face track clusters as the same with the number of character names, the name and face affinity graph have the same number of vertices.
Let $\lambda$ be a finite alphabet of label for vertexes and edges.

Notation: A graph is a triplet $\gamma = (\nu, \alpha, \beta)$, where $\nu$ is the finite set of vertexes. $\alpha: \nu \rightarrow \lambda$ is vertex labeling function.

Definition 1: Let $\gamma_1 = (\nu_1, \alpha_1, \beta_1)$ and $\gamma_2 = (\nu_2, \alpha_2, \beta_2)$ be two graphs. An ECGM from $\gamma_1$ to $\gamma_2$ is a bijective function $f: \nu_1 \rightarrow \nu_2$, where $\nu_1|\subseteq \nu$ and $\nu_2|\subseteq \nu_2$.

Definition 2: The cost function $f: \gamma_1 \rightarrow \gamma_2$, from graph $\gamma_1 = (\nu_1, \alpha_1, \beta_1)$ to $\gamma_2 = (\nu_2, \alpha_2, \beta_2)$ is shown by,

$$\gamma(f, \gamma_1, \gamma_2) = \sum_{x \in \nu_1} c(vd(x)) + \sum_{x \in \nu_2} c(vs(x)) + \sum_{x \in \nu_1} c(\alpha_1)(x) + \sum_{x \in \nu_2} c(\alpha_2)(x) + \sum_{x \in \nu_1} c(\beta_1)(e) + \sum_{x \in \nu_2} c(\beta_2)(e)$$

(3)

Definition 3: The cost function an ECGM in our face name ordinal affinity graph matching, $\gamma(f, \gamma_1, \gamma_2)$ is shown by,

$$\gamma(f, \gamma_1, \gamma_2) = \sum_{x \in \nu_1} c(vd(x)) + \sum_{x \in \nu_2} c(vs(x)) + \sum_{x \in \nu_1} c(\alpha_1)(x) - c(\alpha_2)(x) + \sum_{x \in \nu_2} c(\beta_1)(e) - c(\beta_2)(e)$$

(4)

Where, $|\alpha_1(x) - \alpha_2(x)|$ and $|\beta_1(e) - \beta_2(e)|$ measure the degree of vertex substitution and edge substitution respectively.

According to the likelihood of graph distortions during the graph construction process, assign different costs to the edit operation of vertex substitution, edge substitution and edge creation/destruction. The cost function $C$ is shown as,

$$C = (c_{vd}, c_{vi}, c_{es}, c_{ces}, c_{edc}) = (\infty, \infty, \lambda_1, 1, \lambda_2)$$

(5)

Where $\lambda_1$ and $\lambda_2$ are embody the likelihood of different graph distortions.

Consider $N$ face cluster and character names, the number of possible states for solution space is the permutation of $N$, i.e. $N! = N \times (N-1) \times \ldots \times 2 \times 1$.

4. Experimental Result

4.1 Face Detection Result:

4.1.1 Face Track Extracted:

Table shows the total number of true as well as false face track detected in the movie video.

<table>
<thead>
<tr>
<th>Movie Name(ID)</th>
<th>Total No. of Face extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twelve Angry Men (F1)</td>
<td>7727</td>
</tr>
<tr>
<td>Inception (F2)</td>
<td>3871</td>
</tr>
<tr>
<td>Notting Hill (F3)</td>
<td>16811</td>
</tr>
<tr>
<td>The Curious Case (F4)</td>
<td>2210</td>
</tr>
<tr>
<td>Bolt (F5)</td>
<td>2186</td>
</tr>
</tbody>
</table>

4.1.2 Face Track Detection Result- Face track detection calculated on the accuracy of true face detected with the total number of face extracted from movie video. Following table contain true face detection and false face detection.

<table>
<thead>
<tr>
<th>Movie Name(ID)</th>
<th>True Face Detection</th>
<th>False Face Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twelve Angry Men (F1)</td>
<td>6417</td>
<td>1310</td>
</tr>
<tr>
<td>Inception (F2)</td>
<td>2436</td>
<td>1435</td>
</tr>
<tr>
<td>Notting Hill (F3)</td>
<td>11711</td>
<td>5100</td>
</tr>
<tr>
<td>The Curious Case of Benjamin Button (F4)</td>
<td>1773</td>
<td>437</td>
</tr>
<tr>
<td>Bolt (F5)</td>
<td>1806</td>
<td>380</td>
</tr>
<tr>
<td>Dr.Seuss. The.Lorax (F6)</td>
<td>391</td>
<td>137</td>
</tr>
<tr>
<td>Inception II (F7)</td>
<td>993</td>
<td>385</td>
</tr>
<tr>
<td>Seven (F8)</td>
<td>1752</td>
<td>678</td>
</tr>
<tr>
<td>Forrest Gump (F9)</td>
<td>1394</td>
<td>496</td>
</tr>
<tr>
<td>Leon: The professional (F10)</td>
<td>1918</td>
<td>1052</td>
</tr>
</tbody>
</table>

4.1.3 Face-Name Matching Accuracy-

The annotation of real name of the character is a main part of the system. In this section calculate the how many face correctly annotated in the movie video. Following table shows the face-name matching result of the system.

<table>
<thead>
<tr>
<th>Movie Name(ID)</th>
<th>True Face Track Detected</th>
<th>Face Correct Annotated</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twelve Angry Men (F1)</td>
<td>6417</td>
<td>6210</td>
<td>96.8</td>
</tr>
<tr>
<td>Inception (F2)</td>
<td>2436</td>
<td>2310</td>
<td>94.9</td>
</tr>
<tr>
<td>Notting Hill (F3)</td>
<td>11711</td>
<td>10954</td>
<td>93.6</td>
</tr>
<tr>
<td>The Curious Case (F4)</td>
<td>1773</td>
<td>1580</td>
<td>89.2</td>
</tr>
<tr>
<td>Bolt (F5)</td>
<td>1806</td>
<td>1750</td>
<td>96.5</td>
</tr>
</tbody>
</table>
4.2 Comparisons- Following table shows the comparison between existing method and our method of face track detection accuracy.

Table 4: Comparisons of Existing method and Our method.

<table>
<thead>
<tr>
<th>Movie Name (ID)</th>
<th>Existing Method</th>
<th>Our Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twelve Angry Men (F1)</td>
<td>95.2</td>
<td>96.8</td>
</tr>
<tr>
<td>Inception (F2)</td>
<td>92.1</td>
<td>94.9</td>
</tr>
<tr>
<td>Notting Hill (F3)</td>
<td>91.7</td>
<td>93.6</td>
</tr>
<tr>
<td>The Curious Case (F4)</td>
<td>88.1</td>
<td>89.2</td>
</tr>
<tr>
<td>Bolt (F5)</td>
<td>94.5</td>
<td>96.5</td>
</tr>
<tr>
<td>Dr.Seuss. The.Lorax (F6)</td>
<td>78.6</td>
<td>80.1</td>
</tr>
<tr>
<td>Inception II (F7)</td>
<td>81.3</td>
<td>84.6</td>
</tr>
<tr>
<td>Seven (F8)</td>
<td>88.7</td>
<td>92.5</td>
</tr>
<tr>
<td>Forrest Gump (F9)</td>
<td>80.4</td>
<td>83.1</td>
</tr>
<tr>
<td>Leon: The professional (F10)</td>
<td>89.8</td>
<td>94.2</td>
</tr>
</tbody>
</table>

Following graph shows the comparison result of movies video clips.
5.5 Snapshot showing Face extracted from video and calculate co-occurrences.

5.6 Snapshot showing ECGM based graph matching.

5.7 Snapshot showing generated output of system (Real Name of character).

5.8 Snapshot showing characters from “Twelve angry man” movie video with scene extracted application.

5.9 Snapshot showing characters from “Inception” movie video.

5.10 Snapshot showing characters from “Notting Hill” movie video.
7. Conclusions

In this system, a novel method for movie character identification based on graph matching is proposed. The scheme proposed in this system improves result for classification and identification of the face tracks extracted from uncontrolled movie videos. These schemes have better robustness to the noises in comparison with traditional methods. This system is scalable in terms of datasets of movies and videos which can also contain different movie types.

Future work will be focused on improvement in following:
1. To investigate the optimal functions for different movie genres.
2. In face name matching, some useful information such as gender and context will be integrated to the matching result.
3. To exploit more character relationship, e.g., the sequential statistics for the speaker, to build affinity group and improve the robustness.
4. To conduct a more study on a larger datasets of videos.
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