Artificial Neural Network Training by using Regrouping Particle Swarm Optimization
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Abstract
This paper presents a novel methodology for Artificial Neural Network training by using Re-grouping Particle Swarm Optimization (Regrouping-PSO). The Particle Swarm Optimization (PSO) can be used to optimize a particular objective function. The basic PSO is suffered from the stagnation problem. In Regrouping-PSO this stagnation problem can be avoided by automatic regrouping the particles when stagnation is detected. In ANN training by using Regrouping-PSO the objective function is taken as the Mean Square Error (MSE) difference between the actual output and the obtained output. The variables of the objective function are the weights and biases of the neural network. The proposed method can be applied to both pattern recognition and classification problems.
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1. Introduction
Artificial Neural Networks are inspired by the Human brain. A brain is a massively parallel distributed system made up of highly interconnected neural computing elements called as neurons. These neurons have the ability to learn and thereby acquire knowledge and make it available for use. The neurons are interconnected with the other neurons through weights and each neuron has a bias. Generally these weights and biases are adjusted in order to reduce the error between the target and the obtained output. This process of adjusting the weights and biases is known as training [1]. For this minimization of error difference between the target and the obtained output Particle Swarm Optimization is used [2]. PSO is basically an optimization algorithm, inspired by the social behavior of bird flock. In PSO stagnation is the main problem, which occurs after some iteration all the particles have prematurely converged to any particular region of the search space. This stagnation problem can be avoided by using Regrouping-PSO which automatically regroups all the particles around the global best when stagnation is detected [3]. The Re-grouping PSO is applied for three to four times in order to escape from the local well.

2. Artificial Neural Networks
The concepts of ANNs have been around since the 1950 and are biologically inspired from the view of human brain. The complex relationship between the input variables and output variables is established by using the ANN. There are different types of neural networks are present which mainly include are
1) Single layer feed forward neural network
2) Multi layer feed forward neural network
3) Recurrent neural network

The multi layer feed forward neural network is the most commonly used neural network.

![A multi layer neural network with one hidden layer](image)

Fig.1. A multi layer neural network with one hidden layer

This neural network is also known as multilayer perceptron (MLP). The MLP consists of one or more hidden layers in addition to the input and output layers. Generally one hidden layer is sufficient [4, 5]. The neurons in each layer are interconnected with other neurons through weights and each neuron has a bias. Generally these weights and biases are adjusted up to the desired accuracy difference the target and the obtained output. This process of adjusting the weights and biases is known as training. The LMBP (Levenberg Marquardt Back Propagation) algorithm is the most commonly used algorithm for the ANN training. The main disadvantage of this method is that the solution will be trapped at local minimum. This disadvantage can be avoided in Regrouping-PSO training.
3. Particle Swarm Optimization

PSO is used to optimize a particular objective function. That is it will maximize or minimize the objective function. PSO is a population search method. It is inspired from the social behavior of bird flock [6, 7]. In PSO the concept of fitness is used. Initially, we will take random solutions to the particular objective function. These inital solutions are called as particles. Then we will calculate the fitness for all of these particles. The value of the particle for which the objective function is minimum, is known as global best particle. Then all the particles move towards the global best particle with a velocity proportional to the distance between the each particle and global best particle.

In the next iteration the particles will update their position by adding the velocity to the previous particles. Then we will calculate the fitness for the updated particles. The local best particles are those particles which have minimum objective function among the previous particles and the updated particles. The minimum among the local best particles is taken as global best particle [8]. Then the particles move towards the global best particle with a velocity proportional to both distance between the present particle and previous best particle, and distance between the present particle and global best particle. This process is continued until true global minimum is found. The detailed procedure of PSO is given below

Step 1: Initialization of particles
We will randomly initialize the \( s \) particles within search space, where \( s \) represents the swarm size. Each particle represents a possible solution to the objective function.

Step 2: Velocity updating
Velocity for particle \( i \), at iteration \( t + 1 \) can be updated using velocity contained in previous iteration \( t \), to be represented as

\[
\vec{v}_{id}(t+1) = W \times \vec{v}_{id}(t) + \phi_1 \times (P_{best}^{id} - P_{id}(t)) + \phi_2 \times (G_{best}^{id} - P_{id}(t))
\]

Where \( i = 1, 2, 3 \ldots n \), \( n \) is the number of particles
\( d = 1, 2, 3 \ldots m \), \( m \) is the number of input variables to be optimized
\( W = \) inertia weight factor varies linearly from \( W_{min} \) to \( W_{max} \), ranges between \((0,1)\)
\( C_1 = C_2 = \) cognitive and social acceleration factors respectively
\( \phi_1 = \phi_2 = \) uniformly distributed random numbers in the range of \((0,1)\)

Step 3: Position updating
Then the position of the each particle is evaluated as the sum of its previous position and the corresponding updated velocity obtained in the previous step can be represented as

\[
P_{id}(t+1) = P_{id}(t) + \vec{v}_{id}(t+1)
\]

Step 4: Memory updating
Update and \( G_{best}^{id} \) when the condition is met
\[
P_{best}^{id} = P_{id} \quad \text{If} \quad f(P_{id}) > f(P_{best}^{id})
\]
\[
G_{best}^{id} = G_{id} \quad \text{If} \quad f(G_{id}) > f(G_{best}^{id})
\]

These parameters move with an adaptable velocity within the search space and retain its own memory with the best position it ever reached.

Step 5: Termination checking
The algorithm repeats steps 2-4 until certain termination conditions are met, such as a predefined number of iterations or failure to make progress for a certain number of iterations.

2.1 ANN training by using PSO

The PSO can be used as a training algorithm for the neural networks. The number of dimensions of the PSO is taken as the total number of weights and biases of the neural network [9, 10]. The mean square error of the difference between the target and the output is taken as the objective function. The fitness of the \( i \)-th particle is expressed in terms of an output mean squared error of the neural network as follows

\[
f(W_i) = \frac{1}{s} \sum_{i=1}^{o} \left\{ [t_{kl} - p_{kl}(W_i)]^2 \right\}
\]

Where,
\( f \) is the fitness value, \( t_{kl} \) is the target output, \( p_{kl} \) is the predicted output, \( s \) is the number of training set samples, \( o \) is the number of output neurons.

4. Regrouping Particle Swarm Optimization (Regrouping-PSO)

The main problem with the basic PSO is the premature convergence. Premature convergence occurs when all particles move towards a local minimizer rather than towards global minimizer and the moving of the particles towards global minimizer has stopped. Stagnation is due to premature convergence. When the premature convergence condition met, after certain number of iterations all the particles will move to a particular small region of the search space. And the particles will not come out from the small region of the search space. If this process of moving the particles is continued further then after some time all the particles will act similar to one particle and there is no progress towards
finding the true global minimum. This stagnation problem can be avoided by using Regrouping-PSO. In Regrouping-PSO when the premature convergence detected the swarm will automatically regroup the particles around the global best and continue the progress of finding the true global minimum [11, 12]. For the illustration of the stagnation problem, consider a search algorithm of minimization of two-dimensional Rastigin function.

Rastrigin function

\[ f(X) = An + \sum_{i=1}^{n} \left[ x_i^2 - A \cos(2\pi x_i) \right] \]

Where A=10 and n is the number of dimensions of the problem

Here we have considered n=2, two dimensional problem. The Rastrigin function has true global minimum X=0.

For this particular problem consider ten particles. The particles motion can be seen in the Fig.2. In Fig.2 we can see that the particles are flying from random initialization to local minimizer [2, 0]. Here stagnation occurs. This stagnation can be detected as follows.

4.1 Detection of premature convergence

In PSO all the particles are move towards the global best. If after certain number of iterations none of those particles will encounter a better solution, all the particles will continue moving towards the unchanged global best. This process of moving the particles towards the unchanged global best will continue until all the particles will occupy the same location in the search space. If all the particles occupy the same location in the search space then there is no progress towards finding the true global minimum [13, 14]. Therefore we will measure the distance between the each particle to other particles so that when the premature convergence condition met the swarm will regroup the particles around the global minimizer which is found up to so far and enable the continued progress towards the true global minimizer.

In each iteration k, we will calculate the maximum Euclidean distance \( \delta(k) \) between each particle and the global best as follows

\[ \delta(k) = \max_{i=1,...,s} || \vec{x}_i - \vec{g}(k) || \]

Where, ||.|| denotes the Euclidean norm.

![Fig.2 Swarm motion converged to local minimizer [2, 0]](image)
Let the diameter of the search space
\[ \text{diam}(\Omega) = \|\text{range}(\Omega)\| \]

Where \( \text{range}(\Omega) \) is the range of each dimension given by,
\[ \text{range}(\Omega) = [\text{range}_1(\Omega), \ldots, \text{range}_n(\Omega)] \]
\[ \text{range}_j(\Omega) = x_j^U - x_j^L \]

Where, \( x_j^U \) and \( x_j^L \) are the maximum and minimum values of the dimension \( j \).

After certain number of iterations when all the particles are prematurely converged, the swarm will regroup the particles if the normalized swarm radius satisfies the following condition.
\[ \delta_{\text{norm}} = \frac{\delta(k)}{\text{diam}(\Omega)} < \varepsilon \]

Where \( \varepsilon \) is the stagnation threshold and is generally taken as \( 1.1 \times 10^{-4} \).

### 4.2 Swarm Regrouping

When all the particles are converged prematurely, the swarm is regrouped randomly in a new search space around the global best. Generally the regrouping factor \( \rho \) is taken as
\[ \rho = \frac{6}{5 \varepsilon} \]

When stagnation is detected, we need to regroup the particles around the global best. Here the range in which new particles are to be formed around the global best is different for each dimension and it is calculated as the minimum of the product of the regrouping factor with the maximum distance along dimension \( j \) of any particle from global best and the original range of the search space on dimension \( j \) [15].

\[ \text{range}_j(\Omega^r) = \min\left(\text{range}_j(\Omega^0), \rho \max_{i=\{1, \ldots, s\}} |x_i^r - g_j^{r-1}| \right) \]

![Iteration 102](image1.png)
First Re-grouping occurred

![Iteration 220](image2.png)
Second Re-grouping occurred

![Iteration 219](image3.png)

Iteration 219

Second Re-grouping occurred

![Iteration 270](image4.png)
Iteration 270
Global minimizer find

Fig.3 Swarm motion converged to global minimizer \([0, 0]\)
The swarm is then regrouped by re-initializing particles position as
\[ \bar{x}_i = g^{r-1} + \bar{r} \times \text{range}(\Omega^r) - \frac{1}{2} \text{range}(\Omega^r) \]
Where,
\[ \text{range}(\Omega^r) = [\text{range}_1(\Omega^r), \text{range}_2(\Omega^r), ..., \text{range}_n(\Omega^r)] \]

Here we have used random vector \( \bar{r} \) to randomly initialize the particles within new search space with respective lower and upper bounds as
\[ x_j^{L,r} = g_j^{r-1} - \frac{1}{2} \text{range}_j(\Omega^r) \]
\[ x_j^{U,r} = g_j^{r-1} + \frac{1}{2} \text{range}_j(\Omega^r) \]

Vector \( g^{r-1} \) is the global best at the last iteration of the previous regrouping and \( \bar{x}_i^{r-1} \) is the position of particle \( i \) at the last iteration of the previous grouping. The maximum velocity is recalculated with each regrouping according to the new range per dimension as \[16, 17\].
\[ v_j^{\text{max},r} = \lambda \times \text{range}_j(\Omega^r) \]

We can see from Fig.3 that the true global minimizer \([0, 0]\) is found by applying the Regrouping-PSO. Similarly when applying Regrouping PSO for ANN training the best values of weights and biases for which the objective function is minimum can be obtained when compared with the weights and biases obtained by PSO.

This Regrouping-PSO is used in the ANN training similar to the PSO, where as in the Regrouping –PSO when the premature convergence is detected the swarm will regroup all the particles around the global best. In Regrouping-PSO, four to five times we will regroup the swarm in order to further reduce the mean square error difference between the target and the obtained output, and to escape from the local wells.

5. Conclusions

The Regrouping-PSO can be used as the training algorithm for the neural networks. The objective function of the Regrouping-PSO is taken as the mean square error difference between the target and the obtained output. And the variables of the objective function are taken as the weights and biases of the neural network. In Regrouping-PSO four to five times we will regroup the swarm in order to further reduce the mean square error difference between the target and the obtained output, and to escape from the local wells.
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