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Abstract
Cluster Labeling is a framework or processing large data sets and also used to do distribute computing on clusters of computer. These Cluster Labeling libraries have been written in many programming languages. Here we propose two novel algorithms for an efficient cluster labeling methods, Support vector (Parallel Support vector) and Mining methods (Parallel Mining methods), which facilitate simultaneous participation of multiple computing nodes to construct a boosted classifier. We analyze the problems in the existing system and try to solve it by using these two algorithms in our proposed system. In this paper, we outlined the procedure for applying the two cluster labeling methods and the impact of the methods. We used the Cluster Labeling framework to implement our algorithm and experimented on a variety of synthetic and real-world data sets to demonstrate the performance in terms of classification accuracy, speedup and scale up. By exploiting their own parallel architecture both the algorithms gain significant speedup. Due to the recent overwhelming growth rate of large-scale data, the development of faster processes algorithms with optimal performance as becomes a dire need of the time.
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1. Introduction
The use of Content Distribution Networks (CDNs) has emerged as a popular technique to improve client performance in client-server applications. Instead of hosting all content on a server (or a cluster of servers) at a single location, content providers today replicate their content across a collection of geographically distributed servers or nodes. Different clients are redirected to different servers both for load balancing and to reduce client-perceived response times. The most common redirection method is based on latency, i.e., each client is redirected to the server to which it has the lowest latency in order to reduce the download time to fetch the hosted content [1].

2. Problem Definition and Description
We present several events in greater detail to highlight the challenges of measuring and managing wide-area performance. We propose metrics that quantify the latency contributions across sets of servers and routers. Based on the design, we implement the LatLong tool for diagnosing large latency increases for CDN. After detecting large increases in latency, our classification must first determine whether client requests shifted to different front-end servers, or the latency to reach the existing servers increased [4]. Consummate Cluster Labeling for spread Network system will have the following subroutines. a) Initialize CDN b) Cluster Labeling Framework, c) File Download on CDN, d) Search on CDN and e) Admin Role.
The working of these subroutines are explained briefly here.

2.1 Initializing CDN

Here, we initialize a networked computer system that harnesses the resources of several servers to complete the given tasks. It stores data is shaping up to be the next big trend in the computing industry. Since the debut of the personal computer, we've become used to storing information either on an external storage device like a compact disc or on a computer's hard drive. We're also conditioned to buy new machines or upgrade old ones whenever applications require more processing power than our current computers can provide[5]. With CDN, the responsibility of storage and processing power falls to the network, not the individual computer owner. The most obvious of these advantages is that the applications aren't tied to a specific computer. There's no need to download and install software on a particular machine. Any computer connected to the Internet can access our network. Users don't have to worry about which version of a document is the most current -- it will always be saved in our CDN. Users can upload file on server with high speed. It will be stored in many servers.

2.2. Cluster Labeling Framework

Cluster Labeling is a distributed programming system which is capable of processing large data sets. Map function and the Reduce function are the two main functions involved in Cluster Labeling Framework. User can also set the depth for the search performed in the nodes. The Map tasks are processed in parallel by the nodes in the cluster without sharing data with any other nodes.

2.3. File Download on CDN

We propose a decision tree for separating the causes of latency changes from their effects, and identify the data sets needed for each step in the analysis. Our tool LatLong can analyze latency increases and traffic shifts over sets of servers and routers. Once path performance is known, CDNs can optimize inter-domain path selection based on performance, load, and cost. We get the file with high download speed compare to other networks. Another advantage is that multiple users can make download to the same files at the same time. This is called online collaboration.

2.4. Search on CDN

User can search for documents or files using some of the standard CDN query parameters. The full-text query string is used to search the content of all the documents. User can search for resources matching an exact title or portion of a title by using the title-exact and title query parameters respectively. User can search the content of documents by using the query parameter on the feed. For example, to search a user's documents for the words "dog" and "cat".

2.5. Admin Role

Admin can manage all the files on the server. He can delete all files. Admin can view all the information about download and upload which was made by User. Admin can search for documents or files using some of the standard CDN query parameters.

3. Algorithm Involved

3.1 Support Vector

The standard support vector algorithm ensembles learning method of iteration is strong classifier from a pool of weak hypotheses. In the Final iteration on the classifiers, a weighted linear combination of base classifiers are analyzed where each of them are entered in the array list. The classifiers with lower error rate are entered first in the array list which indicates higher weight.

3.2 Mining Methods

It is a powerful boosting method that uses regression functions instead of classifiers and these functions output real values in the same form as prediction. The base classifiers should have a higher rate than a random classifier. Simple decision trees with only one non-leaf node often perform well for SUPPORT VECTOR [6].

3.3 Support Vector Clustering (SVC)

In our Support Vector Clustering (SVC) algorithm, data points are mapped from data space to a high dimensional feature space using a Gaussian kernel. In feature space, we look for the smallest sphere that encloses the image of the data. This sphere is mapped back to data space, where it forms a set of contours which enclose the data points. These contours are interpreted as cluster boundaries. Points enclosed by each separate contour are associated
with the same cluster. As the width parameter of the Gaussian kernel is decreased, the number of disconnected contours in data space increases, leading to an increasing number of clusters. Since the contours can be interpreted as delineating the support of the underlying probability distribution, our algorithm can be viewed as one identifying valleys in this probability distribution. SVC can deal with outliers by employing a soft margin constant that allows the sphere in feature space not to enclose all points. For large values of this parameter, we can also deal with overlapping clusters. In this range our algorithm is similar to the scale space clustering method of Roberts (1997) that is based on a Parzen window estimate of the probability density with a Gaussian kernel function.

3.4 Cluster Boundaries

We formulate a support vector description of a dataset that is used as the basis of our clustering algorithm.

Let \( \{x_i\} \subseteq \chi \) be a data set of \( N \) points, with \( \chi \subseteq IR^d \), the data space.

Using a nonlinear transformation \( \Phi \) from \( \chi \) to some high dimensional feature-space, we look for the smallest enclosing sphere of radius \( R \). This is described by the constraints:

\[
|\Phi(x_j) - a|^2 \leq R^2 \forall j,
\]

where \( || \cdot || \) is the Euclidean norm and \( a \) is the center of the sphere.

Soft constraints are incorporated by adding slack variables \( \xi_j \):

\[
|\Phi(x_j) - a|^2 \leq R^2 + \xi_j \quad \text{with} \quad \xi_j \geq 0. \quad (1)
\]

To solve this problem, we introduce the Lagrangian

\[
L = R^2 - j (R^2 + \xi_j - |\Phi(x_j) - a|^2) \beta_j - \xi_j \mu_j + C \xi_j, \quad (2)
\]

where \( \beta_j \geq 0 \) and \( \mu_j \geq 0 \) are Lagrange multipliers, \( C \) is a constant, and \( C \xi_j \) is a penalty term.

Setting to zero the derivative of \( L \) with respect to \( R, a \) and \( \xi_j \), respectively, leads to

\[
\beta_j = 1 \quad (3)
\]

\[
a = j \Phi(x_j) \quad (4)
\]

\[
\beta_j = C - \mu_j \quad (5)
\]

The KKT complementarity conditions of Fletcher (1987) result in

\[
\Xi_{\mu_j} = 0, \quad (6)
\]

\[
(R^2 + \xi_j - |\Phi(x_j) - a|^2) \beta_j = 0 \quad (7)
\]

It follows from Eq. (7) that the image of a point \( x_i \) with \( \xi_i > 0 \) and \( \beta_i > 0 \) lies outside the feature-space sphere. Eq. (6) states that such a point has \( \mu_i = 0 \), hence we conclude from Eq. (5) that \( \beta_i = C \). This will be called a bounded support vector or BSV.

A point \( x_i \) with \( \xi_i = 0 \) is mapped to the inside or to the surface of the feature space sphere. If its \( 0 < \beta_i < C \) then Eq. (7) implies that its image \( \Phi(x_i) \) lies on the surface of the feature space sphere. Such a point will be referred to as a support vector or SV.

SVs lie on cluster boundaries, BSVs lie outside the boundaries, and all other points lie inside them.

Note that when \( C \geq 1 \), no BSVs exist because of the Eq. (3).

Using these relations, we may eliminate the variables \( R, a \) and \( \mu_j \), turning the Lagrangian into the Wolfe dual form that is a function of the variables \( \beta_j \):

\[
W = j \Phi(x_j)2\beta_j - i,j B(\beta_j \Phi(x_i) \cdot \Phi(x_j)). \quad (8)
\]

Since the variables \( \mu_j \) don’t appear in the Lagrangian, they may be replaced with the constraints:

\[
0 \leq \beta_j \leq C, \quad j = 1, \ldots, N. \quad (9)
\]

We follow the SV method and represent the dot products \( \Phi(x_i) \cdot \Phi(x_j) \) by an appropriate Mercer kernel \( K(x_i, x_j) \).

We use the Gaussian kernel

\[
K(x_i, x_j) = e^{-q(||x_i - x_j||^2)}, \quad (10)
\]

with width parameter \( q \).

As noted in Tax and Duin (1999), polynomial kernels do not yield tight contours representations of a cluster. The Lagrangian \( W \) is now written as:

\[
W = j \Phi(x_j)2\beta_j - i,j B(\beta_j \Phi(x_i) \cdot \Phi(x_j)), \quad (11)
\]

At each point \( x \), we define the distance of its image in feature space from the center of the sphere:

\[
R^2(x) = ||\Phi(x) - a||^2. \quad (12)
\]

In view of Eq. (4) and the definition of the kernel we have:

\[
R^2(x) = K(x, x) - 2 j \beta_j K(x_i, x_j) + i,j \beta_j \beta_j K(x_i, x_j), \quad (13)
\]

The radius of the sphere is:

\[
R = \{R(x_i) \mid x_i \text{ is a support vector} \} \quad (14)
\]

The contours that enclose the points in data space are defined by the set

\[
\{x \mid R(x) = R\} \quad (15)
\]

They are interpreted by us as forming cluster boundaries (see Fig. 1 and Fig.3). In view of equation (14),
SVS lie on cluster boundaries, BSVs are outside, and all other points lie inside the clusters.

4. Architecture of the System

Fig.1: Architecture of the System

5. Implementation of the Algorithm

Step 1: To test the service operation we have to select the listfiles(), datacenter() and serverslist() and invoke them into our system. If we would like to find out the latitude and the longitude of the server, we can select the latlong() and enter the city that contains the server eg. Chicago. The result will be displayed.

Fig.2: Getting services from the CDN

Step 2: To get the list of files binding with the current CDN we are selected, We can go for getlistfiles() operation. Now our CDN consists of 24 files with the current status.

Fig.3: Getting List of Files

Step 3: To find out the status of a particular server in our CDN cluster, We can select status() option. In the below figure, we can easily identify whether a particular server is online or not.

Fig.4: Status of CDN Servers

Step 4: Finding the location of the servers in our CDN clusters. This figure will present you all time statics of the servers.

Fig.5: CloudFlare System Status – All time Statistics
6. Limitations

The direction in which this system can be enhanced is implementing this type of application in a widely connected environment. The scale up performance of our algorithms shows that they can efficiently utilize additional resources when the problem size is scaled up. In the future, we plan to explore other data partitioning strategies that can improve the classification performance even further [8].

7. Conclusion

In this paper, we explained the investigation of the problem of data security in distributed network sharing, which is essential to a distributed storage system. The searching process is boosted with efficient algorithm. We prove the efficiency and protect the ability of the clients. The direction in which we have moved our system is to avoid or prevent the data losses and also maintaining the updates in the server for all events which have took place in the client side.
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