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Abstract— A program slice is a subset of a program. Program Slicing is a process of finding all the statements in a program that directly or indirectly affect the value of a variable occurrence. Program slicing makes various tasks like debugging, testing and maintenance easier. This paper discusses about various types of slicing, approaches used to create slices. It also includes a brief description to test java programs using slicing.
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I. INTRODUCTION

Program Slicing enables programmers to view subsets of a program by filtering out code that is not relevant to the computation of interest. It is a technique for finding all statements in a program that directly or indirectly affected the values computed at some point of interest. This point of interest is referred to as the slicing criterion. A program slice is a subset of a program. The process of computing slices is known as program slicing. The slice computes the same function as the original program for the variables defined in the slicing criterion for all test cases.

The original concept of a program slice was introduced by Weiser [1,2,3]. According to Weiser a slice corresponds to the mental abstraction that people make when they are debugging a program. Various different methods to compute program slices have been proposed.

Program Slicing is used in many applications such as program verification, automatic parallelization of program execution, automatic integration of program versions, testing[16], maintenance[17] etc [3,8,15]. In this paper we primarily focus on two types of slicing i.e. static slicing and dynamic slicing. The computation of static slices does on rely on specific program’s input, whereas in case of dynamic slicing computation of slices relies on specific test cases. This paper includes description of static slicing, program dependence graph, dynamic slicing, and approaches to dynamic slicing.

II. STATIC SLICING

A static program slice S consists of all statements in program P that may affect the value of variable v at some point p. The slice is defined for a slicing criterion C=(x,V), where x is a statement in program P and V is a subset of variables in P. A static slice includes all the statements that affect variable V for a set of all possible inputs at the point of interest (i.e., at the statement x). We can say that static slicing is similar to simple slicing technique. In static slicing only the statically available information is used so the computed slices are referred to as static slices.

Various methods have been suggested by researchers to construct the static slices. Ottenstein and Ottenstein [4] suggested the concept of program dependence graph (PDG) [5,6] to construct the static slices. Various other program slicing approaches used the modified and extended versions of PDGs. Another approach proposed by Bergeretti and Carre [15] defined slices in terms of information-flow relations which are derived from a program in a syntax-directed fashion.

The slices computed by performing the backward traversal of the program’s control flow graph (CFG) or PDG starting from slicing criterion is referred to as the backward static slices. Forward slices consists of all statements and control predicates dependent on the slicing criterion. Backward and forward slices are computed in a similar way, forward slices requires tracing dependencies in the forward direction.

Example

```java
int i;
int sum = 0;
int product = 1;
for(i = 0; i < N; ++i)
{
    sum = sum + i;
    product = product *i;
}
write(sum);
write(product);
```

This new program is a valid slicing of the above program with respect to the criterion (write(sum),{sum})

```java
int i;
```
int sum = 0;
for(i = 0; i < N; ++i)
{
    sum = sum + i;
}
write(sum);

A. Program Dependence Graph

Static slicing can be approached in terms of program reachability using Program Dependence Graph [7,12]. A PDG is a directed graph with vertices equivalent to statements and control predicates, and edges equivalent to data and control dependences. Static slices are computed by finding consecutive sets of indirectly relevant statements, according to data and control dependencies. Data dependence edge from vertex \( v_i \) to vertex \( v_j \) implies that the computation performed at vertex \( v_i \) directly depends on the value computed at vertex \( v_j \). Control dependence edge from vertex \( v_i \) to \( v_j \) means that vertex \( v_i \) may or may not be executed depending on the Boolean outcome of the predicate expression.

Example 1

```
begin
S1: read(X);
S2: if(X<0)
then
S3: Y:= f_1(X);
else
S4: Z:= g_1(X);
S5: if(X=0)
then
S6: Y:= f_2(X);
else
S7: Z:= g_2(X);
S8: Y:= f_3(X);
S9: Z:= g_3(X);
endif;
endif;
S10: write(Y);
S11: write(Z);
End
```

To find the static slice of the program in above example with respect to variable \( Y \) at statement 10, we first find all reaching definitions of \( Y \) at node 10. These are nodes 3, 6, and 8. Then we find the set of all reachable nodes from these three nodes in the Program Dependence Graph of the program. The set, \( \{1, 2, 3, 5, 6, 8\} \) gives us the desired slice.

III. DYNAMIC SLICING

The computation of dynamic slices relies on a specific test case. The slicing criterion consists of triple (input, occurrence of statement, variable of interest) so the input is fixed [9]. Dynamic slicing is much smaller than Static slicing.

The exact terminology “dynamic program slicing” was first introduced by Korel and Laski [10,11]. Advantage of dynamic slicing is the run-time handling of arrays and pointer variables. Dynamic slicing treats each element of an array individually, whereas static slicing considers each definition or use of any array element as a definition or use of the entire array. For e.g. Original program and the slicing criterion is \( (\{n=2\}, 8, x) \)

```
1. read (n)
2. i=1
3. while (i<=n) do
   {  
4.    if (i mod 2==0) then
5.      x=17
6.    else
7.      x=18
8.    i= i+1
   }
9. write (x)
```

The resulting program slice as per the slicing criterion will be

```
1. read (n)
2. i=1
3. while (i<=n) do
   {  
4.    if (i mod 2==0) then
5.      x=17
6.    else
7.      x=18
8.    i= i+1
   }
9. write (x)
```

A. Dynamic Slicing Approach 1

To obtain the dynamic slice with respect to a variable for a given execution history, first take the " projection " of the Program Dependence Graph with respect to the nodes that occur in the execution history, and then use the static slicing algorithm on the projected Dependence Graph to find the desired dynamic slice [7].

- All nodes in the graph are drawn dotted in the beginning.
- As statements are executed, corresponding nodes in the graph are made solid.
- Then the graph is traversed only for solid nodes, beginning at node, that contains the last definition of variable of interest in the execution history.
- All nodes reached during the traversal are made bold.
The set of all bold nodes, gives the desired slice. Its problem is that it does not yield the precise dynamic slice everytime.

B. Dynamic Slicing Approach 2

Mark the edges of the Program Dependence Graph as the corresponding dependencies arise during the program execution [6,7]; then traverse the graph only along the marked edges to find the slice.

- All edges to be drawn as dotted lines in the beginning.
- As statements are executed, edges corresponding to the new dependencies that occur are changed to solid lines.
- Then the graph is traversed only along solid edges and the nodes reached are made bold.
- The set of all bold nodes at the end gives the desired slice.

Disadvantage : In the presence of loops, the slice may sometimes include more statements than necessary.

C. Dynamic Dependence Graph

Create a separate node for each occurrence of a statement in the execution history, with outgoing dependence edges to only those statements (their specific occurrences) on which this statement occurrence is dependent.

Every node in the new dependence graph will have atmost one out-going edge for each variable used at the statement. We call this graph the Dynamic Dependence Graph [7].

Once we have constructed the Dynamic Dependence Graph for the given execution history, we can easily obtain the dynamic slice for a variable, var, by first finding the node corresponding to the last definition of var in the execution history, and then finding all nodes in the graph reachable from that node.

Disadvantage : The size of a Dynamic Dependence Graph (total number of nodes and edges) is, in general, unbounded.

D. Reduced Dynamic Dependence Graph

We know that every program can have only a finite number of possible dynamic slices each slice being a subset of the (finite) program. This suggests that we ought to be able to restrict the number of nodes in a Dynamic Dependence Graph so its size is not a function of the length of the corresponding execution history. “Instead of creating a new node for every occurrence of a statement in the execution history, create a new node only if another node with the same transitive dependencies does not already exist.”

We call this new graph the Reduced Dynamic Dependence Graph [7]. To build it without having to save the entire execution history we need to maintain two tables called DefnNode and PredNode. DefnNode maps a variable name to the node in the graph that last assigned a value to that variable. PredNode maps a control predicate statement to the node that corresponds to the last occurrence of this predicate in the execution history thus far.

IV. PROPOSED WORK

In recent software development, a programmer uses not only procedural languages like C and Pascal but also Object-Oriented languages like Java and C++ [14]. Since Object-Oriented languages include new concepts such as class, inheritance, dynamic binding and polymorphism, Object-Oriented programs have many dynamically-determined elements.

Software is often modified to reflect new functionality, with the changes of its specification. In the modification, several bugs are usually injected and so debugging is an important task in software evolution. So in order to make the task of finding the faults easier, my thesis work would focus on developing a framework for program slicing.

The steps involved would be:

- Taking the java program as an input.
- Input the slicing criterion i.e. <input (t), occurrence of statement (l), variable of interest (v)>.
- Executing the input program against the given test case.
- Find the trace of the program according to the test case.
- Draw the reduced dynamic dependence graph of the trace of the program.
- Identify in the graph the node n labeled l and containing the last assignment to v.
- Find in the graph the set of all nodes reachable from n, including n, is the dynamic slice of program with respect to variable v at location l for test t.

This process would generate the required executable slice and it would be executed to perform the process of testing.

V. CONCLUSION

As a software is made up of a large number of lines of code and testing these lines of code is not an easy task. So we thought of applying the concept of slicing to the process of software testing.
After reading all the theory of program slicing we have come to this conclusion that it can be used to make software testing easier.

Program slicing is the technique to compute slice of the program and reduce size of the program according to slicing criterion. Testing and debugging a smaller part of program is much easier than the complete very large program. It has been shown that dynamic slicing is efficient than static slicing as it takes less memory because the size of the slice produced dynamically is small. And there is no efficient tool for dynamic slicing for java programs. So my research work would focus on developing the framework for dynamic slicing of java programs.
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