Color Image Stitching Using Scale Invariant Feature Transform with 2-Dimensional Entropy Segmentation
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Abstract
This paper proposes a novel color image stitching approach by using the two-dimensional (2-D) maximum entropy threshold segmentation based Scale Invariant Feature Transform (SIFT). First of all, we conduct image segmentation based on the gray level of each pixel and the average gray level of its adjacent pixels. Second, we rely on the key points obtained from the extreme points in different scale spaces of SIFT to stitch the color images. The experimental results show that the proposed image stitching approach significantly increases the number of matching points of the images for image stitching.
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1. Introduction
Image stitching is one of the most significant branches of computer vision and image processing. The concept of image stitching is that two or more images are stitched together to obtain a wide field of view. Image stitching plays an important role in many fields [1], [2], like the multimedia CD-Rom production, virtual exhibition, real estate exhibition, digital video, medical image processing, and 3-D view. There are two major steps involved in image stitching: the image matching and image fusion. The purpose of image matching is to extract and match the features in different images which are taken at different times, in different places, and even by different cameras. Image fusion is with the purpose of fusing the overlapped parts in different images and obtaining a full view image.

Since the performance of image stitching seriously approaches to well conduct image stitching is to enhance the accuracy performance of image matching. The authors in [3] used a cross correlation algorithm to realize image matching for the remote multi-spectral and multi-temporal images by using Fast Fourier Transform (FFT). The sequential similarity detection algorithm is presented in [4] to eliminate the unmatched points, as well as save the cost for image matching. Rosenfeld et al in [5] proposed a new concept of cross correlation-based image matching based on the similarities of the gray areas in different images. The Harris operator is utilized in [6] to extract angular feature points for the sake of achieving the well performance in computation cost and stability. Brown et al in [7] illustrated the four major factors considered during the process of image matching, the feature spaces, searching spaces, searching strategies, and similarity measurements. Considering the deformation property of medical images, the authors in [8] and [9] proposed to use mutual information to conduct the medical image matching.

By normalizing the rotation and translation to obtain affine invariant features, the Scale Invariant Feature Transform (SIFT) [10] is proved to perform well in different conditions of image rotation, transformation, and zooming [11]. One of the most widely used approaches to local features representation is based on the construction of the histograms of gradient locations and orientations [12].

Although the SIFT guarantees the feature invariance with respect to the image rotation and scale changing, as well as generates a large number of feature points, the number of matching points detected by SIFT is small. On this basis, we propose to use the 2-dimensional (2-D) maximum entropy threshold segmentation based SIFT for image stitching. The process of the proposed image stitching approach is described in Fig.1.

The rest of this paper is organized as follows. In Section II, the steps of image matching by using the 2-D maximum entropy threshold segmentation based SIFT are addressed. In Section III, we rely on image fusion to conduct color image stitching. The experimental results are provided in Section IV. Finally, Section V concludes the paper and presents some future directions.

![Fig. 1 Process of the 2-D maximum entropy threshold segmentation based SIFT for image stitching.](image-url)
2. Image Matching

There are two major steps involved in image matching by using the 2-D maximum entropy threshold segmentation based SIFT. First of all, the image segmentation is conducted based on the maximum entropy threshold segmentation. Second, the feature points in images are extracted and matched by using the SIFT.

2.1 Maximum Entropy Threshold Segmentation

We assume that an image contains $M \times N$ pixels. $f(x, y)$ is the gray value at the pixel $(x, y)$ and $g(x, y)$ is the average gray value at the neighbors of $(x, y)$. We rely on the gray value of each pixel and its corresponding average gray value at the neighbors to construct the generalized image. Then, the image can be separated based on a 2-D threshold $(s, t) \in (0 \leq s, t \leq S - 1)$, where $S$ is the number of gray levels. The threshold is determined by

$$f_{s,t}(x, y) = \begin{cases} 
  b_s, & \text{if } f(x, y) < s \text{ and } g(x, y) < t \\
  b_t, & \text{if } f(x, y) \geq s \text{ and } g(x, y) \geq t 
\end{cases}$$

where $0 < b_s, b_t < S$. By assuming that the number of pixels with gray level $i (i = 0, 1, \ldots, S - 1)$ and the corresponding average gray level $j (j = 0, 1, \ldots, S - 1)$, notated as a gray level pair $(i, j)$, equals to $k_{i,j}$, we calculate the probability of each gray level pair, $p(i, j) < p(i, j) < 1)$, by

$$p_{i,j} = \frac{k_{i,j}}{M \times N}$$

where $M$ and $N$ stand for the number of pixels in horizontal and vertical directions respectively. Thus, the frequencies of different gray level pairs can be used to construct a histogram of frequencies with respect to gray levels.

As an optimal solution to achieving the maximum entropy, the diagram used to depict the process of 2-D maximum entropy threshold segmentation is shown in Fig.2.

![Fig. 2 Diagram description of the 2-D maximum entropy threshold segmentation.](image)

In Fig.2, the areas $I_4$ and $I_1$ stand for the target and background in image respectively. The areas $I_2$ and $I_3$ are the noise in image. To maximize the information of target and background in image, we select the optimal threshold to conduct image segmentation by using 2-D maximum entropy threshold segmentation. When the threshold is set as $\{u, v\}$, we have

$$P_{i,j} = \sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j}$$

$$P_{i,j} = \sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j}$$

where $P_{i,j}$ and $P_{i,j}$ stand for the probability of $I_4$ and $I_1$.

Then, the entropy with respect to $I_1$ and $I_4$ is

$$H(I_1) = -\sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j} \ln \left(\frac{p_{i,j}}{P_{i,j}}\right) = \ln P_{i,j} + H_{i_1}$$

$$H(I_4) = -\sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j} \ln \left(\frac{p_{i,j}}{P_{i,j}}\right) = \ln P_{i,j} + H_{i_4}$$

where $H_{i_1} = -\sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j} \ln p_{i,j}$ and $H_{i_4} = -\sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j} \ln p_{i,j}$.

On this basis, we obtain the entropy discriminant as $F(u, v) = H(I_1) + H(I_4)$. Since the probabilities of the gray level pairs in the regions near diagonal are very small, we set $p_{i,j} = 0$ with respect to the gray level pairs in areas $I_2$ and $I_3$ for simplicity. After that, we obtain

$$H_{i_1} + H_{i_4} = H_S$$

$$H_S = -\sum_{i=0}^{u-1} \sum_{j=0}^{v-1} p_{i,j} \ln p_{i,j}$$

Thus, the entropy discriminant is converted into:

$$F(u, v) = \ln \left(\frac{P_{i,j}}{1-P_{i,j}}\right) + H_{i_1} + H_{i_4}$$

Finally, the optimal threshold satisfies

$$F(u^*, v^*) = \max_{u=0}^{u-1} \max_{v=0}^{v-1} (F(u, v))$$

2.2 Image Matching by SIFT

a) Construction of Scale Space

The purpose of scale space construction is to obtain the multi-scale space sequence in image based on the scale transformation from the raw image. Specifically, the multi-scale space sequences are extracted as feature vectors to be used for edge and corner detection and feature extraction in different image resolutions. The scale space, $L(x, y, \sigma)$, is calculated by the convolution of the variable-scale Gaussian $G(x, y, \sigma)$ and input image $I(x, y)$, such that

$$L(x, y, \sigma) = G(x, y, \sigma) * I(x, y)$$

where the notation “*” represents the convolution.
operation. \( (x, y) \) is the location of pixel. \( \sigma \) is the variance. \( G(x, y, \sigma) \) equals to
\[
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x-m/2)^2 + (y-n/2)^2}{2\sigma^2}} \tag{13}
\]
where \( m \) and \( n \) stand for the Gaussian template dimensions.

To detect the stable key points in scale space, we propose to use scale-space extreme of difference Gaussian functions convolved by the image, \( D(x, y, \sigma) \).
\[
D(x, y, \sigma) = (G(x, y, \sigma) - G(x, y, \sigma'))*I(x, y)
\]
where \( k \) is a multiplicative factor.

b) Detection of Space Extreme Value Point
The set of key-points consists of the extreme value points in DOG space. The key-points are detected by comparing the adjacent DOG spaces. Since the extreme value points are the extreme value points in the discrete space, they could not be the real extreme value points. To improve the stability of the key points, we rely on the least square curve fitting for the DOG function in the scale space to locate the key points. Furthermore, we determine the parameters of the key points by using the gradient direction distribution characteristics of the neighborhood pixels of the key points. The gradient value, \( m(x, y) \), and the corresponding direction, \( \theta(x, y) \), of the key points are as follows.
\[
m(x, y) = \sqrt{(L(x+1,y)-L(x-1,y))^2 + (L(x,y+1)-L(x,y-1))^2} \tag{15}
\]
\[
\theta(x, y) = \tan^{-1} \frac{L(x,y+1)-L(x,y-1)}{L(x+1,y)-L(x-1,y)} \tag{16}
\]
Finally, the descriptor of the key points can be described by a \( 4 \times 4 \times 8 = 128 \) dimensional vector, where \( 4 \times 4 \) stands for the size of window and \( 8 \) is the number of the directions of each window.

SIFT based feature matching is featured with the 128-dimensional key points. The process of SIFT based feature matching is that: i) we first calculate the Euclidean distances of the key points between two images. Second, we conduct the nearest neighbor searching to obtain the points required to be matched. Finally, we remove the false matching points by using the RANSAC.

3. Color Image Stitching

3.1 Homography Calculation
According to the homogeneous coordinate, we describe the 2-D projective transformation based on the homography matrix multiplication. The homography matrix is described by a \( 3 \times 3 \) matrix including 8 parameters, as shown in (17).
\[
T = \begin{bmatrix}
    t_11 & t_12 & t_13 \\
    t_21 & t_22 & t_23 \\
    t_31 & t_32 & 1
\end{bmatrix}
\tag{17}
\]
By assuming that \( m = (x, y, 1) \) and \( m' = (x', y', 1) \) are the matching points between the images, we have
\[
m'Tm = 0 \tag{18}
\]
Based on (18), we can calculate the values of the parameters in \( T \). After that, the relations of the coordinates of two images to be stitched together are obtained.

3.2 Image Fusion
To avoid the seam in the overlap regions after the image stitching, we conduct image fusion with respect to the stitched images. For simplicity, by ignoring the difference of brightness, we do
\[
I(i,j) = dI_i(i,j) + (1-d)I_i'(i,j) \tag{19}
\]
where \( I_i(i,j) \) and \( I_i'(i,j) \) are the two stitched images. Obviously, when the value \( d \) changes slowly into 0, the two stitched images will achieve smooth transition.

4. Experimental Results
To examine the performance of the proposed approach, we select three groups of images for the testing. Fig.3 shows the first group of images taken in an outdoor scenario. Fig.4 shows the second group of images with noise pollution. Fig.5 shows the third group of images with image rotation.
As the first step of image stitching, the performance of image matching is verified based on comparison of the number of feature points and matching points between the proposed approach and the conventional SIFT, as shown in Fig.6 and Fig.7.

As can be seen from Fig.6 and Fig.7, we observe that the proposed approach performs better than the conventional SIFT in the aspects of feature points searching and matching.

After the image matching between the stitched images, the results of image stitching are shown below.
5. Conclusions

In this paper, we proposed a novel color image stitching approach by using the SIFT with 2-D maximum entropy threshold segmentation. The proposed approach performs well in both feature points matching and image stitching compared to the conventional SIFT without image segmentation. However, the image stitching with respect to multiple color images in different brightness conditions forms an interesting work in future.
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