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Abstract – Software test cases play an important role in Software Testing. A lot of test cases are developed while designing test cases that are of no use or redundant in nature. These types of test cases increase the effort and cost involved in testing and results in decrease of software testing efficiency. In this paper, a Genetic Algorithm based methodology has been proposed which can significantly reduce the test suite and leads to optimization of the efficiency of software testing. The testing efficiency can be increased by identifying the most critical paths. The proposed Genetic Algorithm based approach select the software path clusters that are weighted in accordance with the criticality of the path. Proposed algorithm has been evaluated by applying simple Genetic Algorithm and Fitness Scaling on a case study. GA with Fitness scaling helps in improving the efficiency of software testing by effectively reducing software test cases.

Index Terms – Fitness Scaling, Genetic Algorithm, Software Testing, Test Cases.

I. INTRODUCTION

Software testing is the process of finding errors in the computer software. According to ANSI/IEEE 1059 standard, testing can be defined as “A process of analysing a software item to detect the differences between existing and required conditions (that is defects/errors/bugs) and to evaluate the features of the software item”. The software testing is a lengthy and time consuming process which takes almost 50% of software development process time and resources. A very large number of test cases can be generated for a small piece of code. This is because the input space of the Software under Test (SUT) might be very large. The testing under all combinations of inputs and pre conditions is not feasible. So, the main goal of testing must be to reduce or minimize the number of test cases to save the time and resources. The representative subset of test cases must be chosen such that it has the highest likelihood of uncovering errors in the software [1]. Exhaustive testing is impractical due to resource limitations and requires program execution with all possible combinations of values for program variables. Redundant test cases or the test cases that are of no use, simply increases the testing effort and hence increases the cost [19]. In this paper, we have used the application of Genetic Algorithm search along with fitness scaling to identify the most critical paths of program and hence to minimize the test cases.

Genetic Algorithms solves optimization problems for a large search space with given constraints. Genetic algorithm is a random and directed search algorithm based on the mechanics of biological evolution to search large and complex search spaces. Salvatore Mangano defined Genetic Algorithm as “Genetic Algorithms are good at taking large, potentially huge search spaces and navigating them, looking for optimal combinations of things, solutions you might not otherwise find in a lifetime” [6].

GA is an iterative process in which each iteration is known as ‘Generation’. Each generation is responsible for selecting better and fit individuals from a large population of individuals (known as ‘chromosomes’) and throwing away individuals which are less fit. The selection of individuals is done by the process of mutation and crossover. On each generation, some individuals are recombined, crossing over elements of their chromosomes. Some of the combined individuals are mutated and then a selection process is used to determine the new population obtained from the offspring and the original population. Crucially, recombination and selection are guided by the fitness function; fitter chromosomes will have a greater chance to be selected and recombinated. The probability for mutation must be kept lower and that of crossover must be kept higher to achieve right balance of exploration and exploitation in the search space [7]. The basic Genetic operators used are [2,4]:

**Crossover operator:** The crossover operator exchanges genes from two chromosomes (parents) and creates two new chromosomes (offspring). It happens according to a crossover probability p_c, which is set by the user. A random number r is generated in the range [0, 1] and crossover is applied on parents only if p_c>r. It actually increases the exploitation of the search space.

**Mutation operator:** Mutation alters one or more genes of a chromosome and creates one new chromosome. Mutation occurs according to a mutation probability p_m which is also an adjustable parameter. A random number r is generated in the range [0, 1] for each bit within the chromosome and mutation is applied on the bit only if p_m>r. It increases the exploration in the search space.
II. PROPOSED APPROACH

To minimize the test cases using Genetic Algorithm, Weighted Control Flow Graph (CFG) has been used to make the fitness function or to calculate the fitness values in GA. CFG is a graphical representation of all the paths that might be traversed during the execution of a program. CFG is made for the program for which test cases are to be minimized.

Path testing tries to search each and every path in the program i.e. all the suitable test cases are searched that can cover maximum paths in CFG. Computational cost of covering all the test cases is very high. This is mainly because of the reasons: A program with loops contains infinite number of paths; the number of test cases can be very large. So, our approach selects a subset of paths to find the test cases.

Inputs for the proposed approach are Population size (initial number of test cases to be generated randomly), Number of generations, CFG of the program to be tested.

A. Evaluation of population

The chromosomes will be evaluated according to the fitness function F used in GA. Our approach uses weighted CFG to make the fitness function and calculate the fitness values. The main problem in CFG is to assign weights to its edges. So, our first step is to assign weights to the edges of CFG. To minimize the test cases and to find more error prone test cases, more weight is assigned to edges that are more critical or error prone and less weight is assigned to less critical edges. The edges with looping and branching paths are considered to be more critical than the sequential path edges. So, the edges with loops and branches are given more weight.

At each node of CFG, its’ in degree and out degree is to be considered. Here, in degree means the total sum of weights of incoming edges to that node and out degree means the weight which is distributed to outgoing edges by that node. In degree of a node is always equal to its out degree. The out degree is distributed among the outgoing edges using 80-20 rule i.e. 80% out degree is given to the critical edges and remaining 20% is given to the sequential path (less critical) edges. If there is only one outgoing edge from a node then it’s in degree is equal to its out degree.

B. Finding fitness values

Selection of individuals for reproduction will be done on the basis of probability of selection of individuals. For finding the probability, firstly fitness values of individuals are evaluated. Fitness value of each chromosome (test case) will be calculated according to the weight of edges included in the path of test case in CFG. As discussed in above section, more weight is assigned to path which is more critical i.e. the path containing more loops and branches. So, our fitness function becomes:

\[ F = \sum_{i=1}^{k} w_i \]

Where \( w_i \) = weight of the \( i^{th} \) edge in the particular path of test case, \( n \) = population size.

C. Fitness scaling

The fitness values are needed to be scaled because of the following reasons [9]:

A local convergence can be caused by a high selection probability for few “super individuals” (pre mature convergence). It reduces the exploration of search space by GA.

At the end of GA run, all the individuals have almost same fitness values. So, proportionate selection is not effective.

Proposed approach uses linear scaling and the fitness values are scaled as follows:

\[ F' = aF + b \]

where \( F' \) = Scaled fitness, \( F \) = Raw fitness, and \( a, b \) = coefficients of linear scaling.

The values of \( a \) and \( b \) are calculated on the basis of whether we are at the beginning of GA run or at the ending of GA run. The condition for beginning or ending can be checked as:

\[ C_{mul} > \frac{C_{mul} * F_{avg} - F_{max}}{C_{mul} - 1.0} \]

Where \( C_{mul} \) = number of copies of super individuals to be sent to next generation. Usually, \( C_{mul} = [1.2, 2] \). If the above condition holds true, then we are at the beginning of GA run otherwise at the ending.

At the beginning of running GA:

\[ a = \frac{F_{avg}}{\delta} \]

\[ b = \frac{F_{avg}}{\delta} (F_{max} - 2 * F_{avg}) \]

where \( \delta = F_{max} - F_{avg} \)

At the ending of running GA:

\[ a = \frac{F_{avg}}{\delta} \]

\[ b = -F_{min} * \frac{F_{avg}}{\delta} \]

where \( \delta = F_{avg} - F_{min} \)

After the calculation of scaled fitness values for all chromosomes (test cases), probability of selection \( P_k \) for each individual is calculated as follows:

\[ P_k = \frac{F_k}{\sum F_k} \]

where \( k = 1 \) to \( n \), and \( n \) = population size.

Above formula predicts that the individuals with high fitness values are selected for next generation and the individuals with low fitness values are dropped in this generation only. Finally, the cumulative probability \( C_j \) is calculated as:
D. Proposed Algorithm

Following steps are followed to implement the proposed approach:
1. Initialize the population;
2. Evaluate the population (Using the given fitness function); /* Find value of F*/
3. Ind scaled fitness values;/*F' = aF + b*/

\[
\delta = \frac{F_{\text{max}} - F_{\text{avg}}}{};
\]

3.1. if \(F_{\text{min}} > \frac{(\delta \cdot C_{\text{mut}} \cdot F_{\text{max}})}{(C_{\text{mut}} \cdot F_{\text{avg}} - 1.0)}\)
   
   \[
   \begin{align*}
   \text{if}(\delta \leq 0.00001) & : a = 1; b = 0; \\
   \text{else} & : \\
   a &= \frac{(C_{\text{mut}} \cdot 1.0) \cdot F_{\text{avg}}}{\delta}; \\
   b &= \frac{F_{\text{avg}} \cdot (F_{\text{max}} - C_{\text{mut}} \cdot F_{\text{avg}})}{\delta};
   \end{align*}
   \]

3.2. else
   
   \[
   \delta = \frac{F_{\text{arg}} - F_{\text{min}}}{F_{\text{avg}}};
   \]
   
   \[
   \text{if}(\delta \leq 0.00001) & : a = 1; b = 0; \\
   \text{else} & : \\
   a &= \frac{F_{\text{arg}}}{\delta}; \\
   b &= \frac{F_{\text{min}} \cdot F_{\text{avg}}}{\delta};
   \]

4. while Termination_Criteria_Not_Satisfied
   
   select parents for reproduction;
   perform crossover and mutation;
   evaluate population;
   find scaled fitness values;

E. Flowchart of Proposed Algorithm

Figure 1: Flowchart of proposed algorithm

III. IMPLEMENTATION AND RESULT ANALYSIS

Consider the problem of finding HCF (Highest Common Factor) of two numbers and results will be compared when using simple GA and GA with fitness scaling. The program and its CFG for which test cases are to be minimized are shown in figure 2.

A. Solving Case study using simple GA

Application of GA for various generations has been shown in Table I-IX.
<table>
<thead>
<tr>
<th>Test cases</th>
<th>F</th>
<th>P&lt;sub&gt;i&lt;/sub&gt;</th>
<th>C&lt;sub&gt;i&lt;/sub&gt;</th>
<th>Rando m no.</th>
<th>N</th>
<th>M</th>
<th>S n</th>
<th>N</th>
<th>M</th>
<th>Crossover</th>
<th>Mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(11,12)</td>
<td>108</td>
<td>0.168</td>
<td>0.169</td>
<td>0.438</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>(14,3)</td>
<td>(15,2)</td>
</tr>
<tr>
<td>2</td>
<td>(6,10)</td>
<td>140</td>
<td>0.220</td>
<td>0.389</td>
<td>0.381</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>(6,10)</td>
<td>(10,6)</td>
</tr>
<tr>
<td>3</td>
<td>(14,3)</td>
<td>172</td>
<td>0.270</td>
<td>0.660</td>
<td>0.765</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>(3,12)</td>
<td>(12,3)</td>
</tr>
<tr>
<td>4</td>
<td>(3,12)</td>
<td>76</td>
<td>0.119</td>
<td>0.779</td>
<td>0.795</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>(15,12)</td>
<td>(15,12)</td>
</tr>
<tr>
<td>5</td>
<td>(15,12)</td>
<td>140</td>
<td>0.220</td>
<td>1.000</td>
<td>0.186</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>(6,10)</td>
<td>(6,10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S n</th>
<th>Test cases</th>
<th>F</th>
<th>P&lt;sub&gt;i&lt;/sub&gt;</th>
<th>C&lt;sub&gt;i&lt;/sub&gt;</th>
<th>Random no.</th>
<th>N</th>
<th>M</th>
<th>S n</th>
<th>N</th>
<th>M</th>
<th>Crossover</th>
<th>Mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(14,3)</td>
<td>172</td>
<td>0.257</td>
<td>0.257</td>
<td>0.263</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>(6,10)</td>
<td>(14,2)</td>
<td>(10,6)</td>
</tr>
<tr>
<td>2</td>
<td>(6,10)</td>
<td>140</td>
<td>0.209</td>
<td>0.467</td>
<td>0.654</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>(15,12)</td>
<td>(12,15)</td>
<td>(15,12)</td>
</tr>
<tr>
<td>3</td>
<td>(3,12)</td>
<td>76</td>
<td>0.113</td>
<td>0.580</td>
<td>0.689</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>(15,12)</td>
<td>(15,12)</td>
<td>(15,12)</td>
</tr>
<tr>
<td>4</td>
<td>(15,12)</td>
<td>140</td>
<td>0.209</td>
<td>0.790</td>
<td>0.748</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>(15,12)</td>
<td>(12,15)</td>
<td>(15,12)</td>
</tr>
<tr>
<td>5</td>
<td>(6,10)</td>
<td>140</td>
<td>0.209</td>
<td>1.000</td>
<td>0.450</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>(6,10)</td>
<td>(10,6)</td>
<td>(10,6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S n</th>
<th>Test cases</th>
<th>F</th>
<th>P&lt;sub&gt;i&lt;/sub&gt;</th>
<th>C&lt;sub&gt;i&lt;/sub&gt;</th>
<th>Random no.</th>
<th>N</th>
<th>M</th>
<th>S n</th>
<th>N</th>
<th>M</th>
<th>Crossover</th>
<th>Mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(10,6)</td>
<td>172</td>
<td>0.225</td>
<td>0.225</td>
<td>0.821</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>(10,6)</td>
<td>(10,6)</td>
<td>(10,6)</td>
</tr>
<tr>
<td>2</td>
<td>(15,12)</td>
<td>140</td>
<td>0.183</td>
<td>0.408</td>
<td>0.015</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>(10,6)</td>
<td>(14,2)</td>
<td>(14,2)</td>
</tr>
<tr>
<td>3</td>
<td>(15,12)</td>
<td>140</td>
<td>0.183</td>
<td>0.591</td>
<td>0.043</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>(10,6)</td>
<td>(14,2)</td>
<td>(14,2)</td>
</tr>
<tr>
<td>4</td>
<td>(15,12)</td>
<td>140</td>
<td>0.183</td>
<td>0.774</td>
<td>0.169</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>(10,6)</td>
<td>(14,2)</td>
<td>(14,2)</td>
</tr>
<tr>
<td>5</td>
<td>(10,6)</td>
<td>172</td>
<td>0.225</td>
<td>1.000</td>
<td>0.649</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>(15,12)</td>
<td>(15,12)</td>
<td>(12,15)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S n</th>
<th>Test cases</th>
<th>F</th>
<th>P&lt;sub&gt;i&lt;/sub&gt;</th>
<th>C&lt;sub&gt;i&lt;/sub&gt;</th>
<th>Random no.</th>
<th>N</th>
<th>M</th>
<th>S n</th>
<th>N</th>
<th>M</th>
<th>Crossover</th>
<th>Mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(10,6)</td>
<td>172</td>
<td>0.284</td>
<td>0.284</td>
<td>0.594</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>(14,2)</td>
<td>(14,2)</td>
<td>(14,2)</td>
</tr>
<tr>
<td>2</td>
<td>(14,2)</td>
<td>108</td>
<td>0.178</td>
<td>0.463</td>
<td>0.262</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>(10,6)</td>
<td>(10,6)</td>
<td>(10,6)</td>
</tr>
<tr>
<td>3</td>
<td>(14,2)</td>
<td>108</td>
<td>0.178</td>
<td>0.642</td>
<td>0.602</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>(14,2)</td>
<td>(14,2)</td>
<td>(14,2)</td>
</tr>
<tr>
<td>4</td>
<td>(14,2)</td>
<td>108</td>
<td>0.178</td>
<td>0.821</td>
<td>0.711</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>(14,2)</td>
<td>(14,2)</td>
<td>(14,2)</td>
</tr>
<tr>
<td>5</td>
<td>(12,15)</td>
<td>108</td>
<td>0.178</td>
<td>1.000</td>
<td>0.221</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>(10,6)</td>
<td>(10,6)</td>
<td>(10,6)</td>
</tr>
</tbody>
</table>

Finally, the best test case out of five randomly generated test cases is (14, 2) with fitness value = 108 but it can easily be seen that this is not the best test case. So, it is clear that simple GA sometimes leads to premature convergence of individuals which is the main drawback of simple GA.

B. Solving Case study using GA with fitness scaling

Application of GA with fitness scaling is shown in table x-xii for various generations.
local optimal value rather than global optima. Some technique is of great importance for researchers in testing has been introduced which saves a lot of time overcame the limitations of simple GA which was example that Genetic search can be applied in.

\[ F \] represents scaled fitness values. The best test case comes out to be \((8, 13)\) with fitness value = 204 which is in actual the best test case out of five randomly generated test cases. So, fitness scaling improves the efficiency of simple GA and gives the optimized results.

IV. CONCLUSION

A more effective way to increase efficiency of testing has been introduced which saves a lot of time and resources. GA can be used for any optimization problem independently and hence this ever emerging technique is of great importance for researchers in every field. In this paper, GA has been used to minimize the test cases. It is shown by using an example that Genetic search can be applied in Software Testing field to minimize the number of test cases by finding most error prone test cases based on the criticality of path. Fitness scaling has been used to overcome the limitations of simple GA which was pre-mature convergence of individuals that leads to local optimal value rather than global optima. Some advanced techniques niching and speciation can be tried out which may give results in only single run of GA.
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